
Designing your AI Solution Ethically

Brian W Tang

Founding Executive Director, LITE Lab@HKU

bwtang@hku.hk

October 4, 2024 

Generative AI Hackathon for SDGs 

bwtang@hku.hk 

mailto:bwtang@hku.hk
mailto:bwtang@hku.hk


Designing your AI Solution Ethically 

Generative AI Hackathon for SDGs

https://www.hack4sdg.com/event/designing-your-ai-solution-ethically/
https://docs.google.com/forms/d/e/1FAIpQLSeeazRYu0mUkWLPPa1AMhvzFajQDwL90MKGlK9Y0ZB-dBjZ5w/viewform


Brian W Tang -  Legal Innovation, Technology and Impact Journey  
A screen shot of a person in a suit and tie

Description automatically generated

Law, Innovation, Technology & Entrepreneurship Lab (LITE Lab) 
at University of Hong Kong, Faculty of Law - Founding executive 
director (2019 - present); HKU-SCF Fintech Academy 

ACMI – Managing director (2014 – present)

Credit Suisse - Investment Banking Division Executive Director 
(2004 – 2014) China IBD JV; co-chair of Hong Kong Charity 
Committee; Impact Investing (CIC - PB); Microfinance Advocates 

Sullivan & Cromwell (NY, CA) - Senior Associate (1997– 2004)

Mallesons (Perth) - Solicitor (1993 – 96) [+ NYU LLM 1996-7]

Volunteer Association Leadership Roles
Global Alliance of Impact Lawyers – APAC Board (2022–present)
Fintech Association of Hong Kong - Board (2021–present); 
Founding Regtech Committee Co-Chair (2018-21)

Asia Pacific Legal Innovation & Technology Association – Co-
chairperson (2021 – present); Steering Committee (2019 -21)

Association of Corporate Counsel (Hong Kong) – Executive 
Committee (2009 – 14) 

Chapter Co-author, Fintech 
Book (2017), Regtech Book 
(2019), Legaltech Book 
(2020), AI Book (2020)
Artificial Intelligence In 
Finance (2023)

Organised HK’s 1st Legaltech 
& Regtech Hackathon (2018) 

Lead instructor of world’s  
largest Fintech MOOC(2018)  
>177,000 students 

As of September 2024

https://www.cnbc.com/video/2019/08/23/lite-labhk-law-needs-to-adjust-to-new-technology.html


Designing your AI Solution Ethically 

Generative AI Hackathon for SDGs



Designing your AI Solution Ethically 

Understanding Hong Kong: “One Country Two Systems” and “Greater Bay Area”

https://www.edb.gov.hk/attachment/en/curriculum-development/kla/pshe/references-and-resources/geography/Background_E.pdf
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Hong Kong Policy Approach to Facilitating Data Flow and Data Security 

Policy Statement on Facilitating Data Flow and Safeguarding Data Security in Hong 
Kong (Dec 2023) issued by Innovation, Technology and Industry Bureau (ITIB) and 
Digital Policy Office (formerly OGCIO) under “One Country, Two Systems” 
• Background: PRC 14th Five-Year Plan for National Economic and Social Development of 

and the Long-Range Objectives Through the Year 2035 (Mar 13, 2021); Hong Kong I&T 
Development Blueprint (Dec 2022); ITIB and Cyberspace Administration of China signed  
“MOU on Facilitating Cross-boundary Data Flow Within the Guangdong-Hong Kong-Macao 
Greater Bay Area” (Jun 2023)

• 18 Action Items under 5 Broad Categories 
1. Advancing Digital Government and Enhancing Data Governance
2. Formulating or Updating Policies, Guidelines and Laws 
3. Enhancing Cybersecurity Protection 
4. Bolstering the Digital Infrastructure 
5. Promoting Cross-boundary Data Flow 

https://www.itib.gov.hk/assets/files/Policy_Statement_Eng.pdf
https://www.itib.gov.hk/assets/files/Policy_Statement_Eng.pdf
https://www.gov.cn/xinwen/2021-03/13/content_5592681.htm
https://www.gov.cn/xinwen/2021-03/13/content_5592681.htm
https://www.itib.gov.hk/en/publications/I&T%20Blueprint%20Book_EN_single_Digital.pdf
https://www.itib.gov.hk/en/publications/I&T%20Blueprint%20Book_EN_single_Digital.pdf
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1. Advancing Digital Government and Enhancing Data Governance

Digital Policy Office (DPO) - merger of Office of Government Chief 
Information Office (OGCIO) and Efficiency Office in Jul 2024 

• Ethical Artificial Intelligence Framework (Jul 2024 – 
updated from Aug 2023) for govt bureaux and depts 
implementing projects that involve use of AI technology
• 12 Ethical AI Principles

https://www.digitalpolicy.gov.hk/en/our_work/data_governance/policies_standards/ethical_ai_framework/doc/Ethical_AI_Framework.pdf
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1. Advancing Digital Government and Enhancing Data Governance

Digital Policy Office (DPO) Ethical Artificial Intelligence Framework (July 2024) 

https://www.digitalpolicy.gov.hk/en/our_work/data_governance/policies_standards/ethical_ai_framework/doc/Ethical_AI_Framework.pdf
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD)  
• Personal Data (Privacy) Ordinance (PDPO) - when organisations develop and use AI 

process personal data, they would have to comply with the relevant requirements 
and six Data Protection Principles under the PDPO 
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD)
• “Guidance on the Ethical Development and use of Artificial Intelligence” (Aug 2021)

chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https:/www.pcpd.org.hk/english/resources_centre/publications/files/guidance_ethical_e.pdf
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD) 
• Findings of Compliance Checks on 28 Organisations (Feb 21, 2024)

• 28 local orgs (telecom, finance, beauty, retail, transportation, education, govt depts)
• 21 used AI in day-to-day operations (incl data analytics, HR, customer chatbots)

• 19 established internal AI governance frameworks (eg, committee or officer) 
• 10 collected personal data through AI (all with PCPD statements)
• 8 conducted privacy impact asssements
• 10 implemented appropriate security measures 
• 9 retained personal data collected; 8 specified retention periods and delete or 

anonymize data when original purpose of collection achieved, remainder allowed 
data subjects to delete themselves  

https://www.pcpd.org.hk/english/news_events/media_statements/press_20240221.html
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD) 
• “Artificial Intelligence: Model Personal Data Protection Framework” (Jun 11, 2024) 

https://www.pcpd.org.hk/english/news_events/media_statements/press_20240611.html
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2.  Formulating or Updating Policies, Guidelines and Laws 

• Secretary for Innovation, Technology & Industry Sun Dong response to question at 
Legislative Council (Jan 24, 2024)
“Government has commissioned the InnoHK research centre specialised in generative AI to study 
and suggest appropriate rules and guidelines on the accuracy, responsibility and information 
security in the technology and application of generative AI technologies. We will study the 
appropriate strategy and measures with reference to suggestions by industry experts, with a view 
to balancing the need to develop AI technology and safeguarding security, etc.”

• “ITIB and DPO will review the existing arrangements on the collection, use, processing, 
protection and sharing of data, and follow up on feasible measures to tackle pain points in 
specific areas.” 

• “Constitutional and Mainland Affairs Bureau will study possible amendments to the PDPO 
to align with the latest international developments in privacy protection, strengthen 
personal data protection, and address the challenges posed by cyber technologies.” 

https://www.info.gov.hk/gia/general/202401/24/P2024012400330.htm
https://www.info.gov.hk/gia/general/202401/24/P2024012400330.htm
https://www.innohk.gov.hk/en/r-d-centres/air-innohk/
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2.  Formulating or Updating Policies, Guidelines and Laws 

• Current approach is not wholesale AI regulation (notwithstanding Cyberspace 
Administration of China’s Interim Measures for the Administration of 
Generative Artificial Intelligence Services effective Aug 2023): per Secretary for 
Innovation, Technology and Industry response to LegCo question (May 21, 
2023):  
• Eg, Crimes (Amendment) Ordinance 2021 introduced the offences of publication or 

threatened publication of intimate images without consent. The “anti-voyeurism” offence 
is also applicable to intimate images that have been altered (including that altered by AI 
technology)  

https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAWuU9AaVDeFglGa5oQkOMGl&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAezirm3%2BK7wMU%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAWuU9AaVDeFglGa5oQkOMGl&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAezirm3%2BK7wMU%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAWuU9AaVDeFglGa5oQkOMGl&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAezirm3%2BK7wMU%3D&fromContentView=1
https://www.info.gov.hk/gia/general/202305/31/P2023053100250.htm
https://www.info.gov.hk/gia/general/202305/31/P2023053100250.htm
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2.  Formulating or Updating Policies, Guidelines and Laws 

• Commerce and Economic Development Bureau (CEDB) and Intellectual Property 
Department (IPD) conducted Public Consultation on amendment to Copyright 
Ordinance to protect AI development (Jul 2024) 
(a) Copyright protection of AI-generated works (Data-mining exemption like Singapore, Japan) 
(b) Copyright infringement liability for AI-generated works
(c) Possible introduction of specific copyright exception
(d) Other issues relating to generative AI (eg, Deepfakes; AI Transparency)

https://www.legco.gov.hk/yr2024/english/panels/ci/papers/ci20240716cb1-999-5-e.pdf
https://www.ipd.gov.hk/en/copyright/current-topics/public-consultation-on-copyright-and-artificial/index.html
https://www.ipd.gov.hk/en/copyright/current-topics/public-consultation-on-copyright-and-artificial/index.html
https://www.mlaw.gov.sg/files/2024_Public_Consultation_on_Prescribed_Exceptions_in_Part_6__Division_1_of_the_Copyright_Regulations_2021.pdf
https://onlinelibrary.wiley.com/doi/full/10.1111/jwip.12285
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3.  Enhancing Cybersecurity Protection 

Background: 
• PRC Standing Committee of the National People's Congress 

passed Data Security Law requiring system for data protection, 
risk assessment, reporting, monitoring, early warnings and data 
security emergency response system (Jun 20, 2021) 

• Security Regulations, authorised by Security Bureau, provides 
directives on what documents, material and information need 
to be classified and to ensure given an adequate level of 
protection in relation to the conduct of government business. 

• Government IT Security Policy and Guidelines, established by 
DPO, aim to facilitate implementation of information security 
measures to safeguard information assets (eg, Info security 
management systems (ISO/IEC 27001: 2022) and Info security, 
cybersecurity & privacy protection (ISO/IEC 27002: 2022)) 

https://www.govcert.gov.hk/doc/S17_EN.pdf
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3.  Enhancing Cybersecurity Protection 

Hong Kong Police Force (HKPF) established
• Critical Infrastructure Security Coordination Centre (CISCC), which sought to strengthen self-protection 

and self-restoration capabilities of these infrastructures through public-private co-operation, risk 
management, on-site security inspections, promotion of restoration plans and security designs. 

• Cyber Security Centre (CSC) under the HKPF’s Cyber Security and Technology Crime Bureau provides 
support to critical infrastructures by conducting timely cyber threat audits and analyses to prevent and 
detect cyber attacks against them.

DPO (formerly OGCIO)
• Reached consensus with Bureau of Cyber Security of Cyberspace Administration of China on co-

operation in 2016 to strengthen co-ordination and promote exchanges and co-operation in cyber 
security between Mainland China and Hong Kong. 

• Works with the National Computer Network Emergency Response Technical Team/Coordination Center 
of China to obtain related cyber security vulnerability information in a timely manner through the 
China National Vulnerability Database and arrange preventive measures. 

https://www.info.gov.hk/gia/general/202108/25/P2021082500543.htm
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3.  Enhancing Cybersecurity Protection 

Public consultation on Protection of Critical Infrastructure (Computer System) Bill on 
legislative framework to regulate cybersecurity obligations of critical infrastructure 
operators (CIO) prepared jointly by Security Bureau, DPO and HKPF (July 2, 2024) 
• Background: Mainland China Cybersecurity Law 2016 and Regulation for Safe Protection of 

Critical Information Infrastructure 2021; Hong Kong Law Reform Commission (HKLRC) 
separately released Consultation Paper proposing the New Cybercrime Offences (July 2022)

• New Commissioner’s Office under Security Bureau: investigative powers and designate 
industry-specific regulators of essential services sectors (eg, HKMA and Communications 
Authority) to monitor compliance.

• Obligations: keep Office updated on CI ownership and operatorship, detailed plans, risk 
assessment, emergency response plan, report security incidents 

• Critics: AmChamHK suggested limit to CIOs located within Hong Kong; Bloomberg article 
noted that US firms had expressed concerns, including that it could grant Hong Kong govt 
“unusual access to their computer system.”; government rebuke

https://www.amcham.org.hk/sites/default/files/2024-08/AmCham%20HK%20-%20Critical%20Infrastructure%20Consultation%20(combined).pdf
https://www.bloomberg.com/news/articles/2024-08-20/us-firms-warn-against-unprecedented-hong-kong-cyber-rules
https://www.info.gov.hk/gia/general/202408/20/P2024082000633.htm
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4.  Bolstering the Digital Infrastructure 

• InnoHK from HK$10 billion allocation in 2018
• To transform the city into a global innovation powerhouse through creating research clusters in 

collaboration with leading institutions, including AIR@InnoHK at Hong Kong Science & Technology 
Park focusing on AI and robotics technologies. 

• As of Apr 30, 2024, there are a total of 29 centres with a new InnoHK centre specialising in R&D of 
GenAI technology established in Sep 2023

• Government’s Consented Data Exchange Gateway (CDEG) 
• To enable citizens to authorise govt depts to use their personal information stored in other depts
• HKMA’s Commercial Data Interchange (CDI) and the Government’s CDEG connection announced 

open to all CDI participants (Aug 26, 2024) 

https://www.legco.gov.hk/yr2024/english/panels/ci/papers/ci20240430cb1-506-4-e.pdf
https://hkust.edu.hk/news/research-and-innovation/hkgai-debuts-cutting-edge-ai-projects-innoex-2024#:~:text=The%20Hong%20Kong%20Generative%20AI%20Research%20%26%20Development%20Center%20(HKGAI),the%20Hong%20Kong%20SAR%20Government.
https://www.hkma.gov.hk/eng/news-and-media/press-releases/2024/08/20240826-3/
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4.  Bolstering the Digital Infrastructure 

• HK$ 3 billion AI Subsidy Scheme announced
• To support local universities, research institutes and enterprises in harnessing the computing 

power of the AI Supercomputing Center at Cyberport 

• CEDB to continue to enhance coverage and capacity of 5G network & infrastructure
• Amending Telecommunications Ordinance and revising relevant guidelines to ensure appropriate 

space made available in new buildings for installation of telecommunications facilities by mobile 
network operators, as well as amending Inland Revenue Ordinance to provide tax incentives to 
operators in respect of spectrum utilization fees to promote development of 5G infrastructure

https://www.digitalpolicy.gov.hk/en/our_work/digital_infrastructure/industry_development/ai_subsidy_scheme/
https://www.legco.gov.hk/yr2024/english/panels/itb/papers/itb20240408cb1-369-2-e.pdf
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4.  Bolstering the Digital Infrastructure 

• Government’s iAMSmart mobile app as single portal for online government services 
• Seeking to increase the utilization rate of “iAM Smart” 
• Add more features – eg, facial recognition authentication function (with consent)
• Cross-boundary e-Government services - OGCIO is actively exploring with Government Services 

and Data Management Bureau of Guangdong Province as one of the means for authentication on 
the “Unified Identity Authentication Platform of Guangdong Province” 

• Developing business version of “iAM Smart” “Digital Corporate Identity” (CorpID) 

chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https:/www.legco.gov.hk/yr2024/english/panels/itb/papers/itb20240708cb1-903-3-e.pdf
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5.  Promoting Cross-boundary Data Flow 

ITIB and Cyberspace Administration of China signed MOU on Facilitating Cross-boundary 
Data Flow Within the Guangdong-Hong Kong-Macao Greater Bay Area (Jun 2023)
• Seek to implement in an orderly manner measures to facilitate crossboundary data flow in the 

GBA, including the early and pilot implementation of the arrangement to streamline and facilitate 
the compliance procedures for the flow of personal information relating to banking, credit 
checking and healthcare from GBA to Hong Kong

Facilitation measure on Standard Contract for Cross-boundary Flow of Personal 
Information within Guangdong-Hong Kong-Macao Greater Bay Area (Dec 2023) 
• Voluntary GBA Standard Contract to outline obligations and responsibilities of personal 

information processor and recipient registered (applicable to organisations)/located (applicable to 
individuals) in 9 Mainland cities within GBA (ie, Guangzhou, Shenzhen, Zhuhai, Foshan, Huizhou, 
Dongguan, Zhongshan, Jiangmen and Zhaoqing), and to conduct cross-boundary flow of personal 
information between these Mainland cities and Hong Kong (i.e., flow of the personal information 
from the 9 Mainland cities in the GBA to Hong Kong, and vice versa).

• Administer by DPO and Cyberspace Administration of Guangdong Province

https://www.digitalpolicy.gov.hk/en/our_work/digital_infrastructure/mainland/cross-boundary_data_flow/
https://www.digitalpolicy.gov.hk/en/our_work/digital_infrastructure/mainland/cross-boundary_data_flow/
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Hong Kong AI regulation – sectoral approach in finance

• HKMA High-Level Principles on AI (Nov 1, 2019)
• Board and senior management accountable for the outcome of AI applications 
• Possessing sufficient expertise
• Ensuring an appropriate level of explainability of AI applications
• Using data of good quality
• Conducting rigorous model validation 
• Ensuring auditability of AI applications
• Implementing effective management oversight of third-party vendors 
• Being ethical, fair and transparent 
• Conducting periodic reviews and on-going monitoring 
• Complying with data protection requirements 
• Implementing effective cybersecurity measures
• Risk mitigation and contingency plan 

https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2019/20191101e1.pdf
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Hong Kong AI regulation – sectoral approach in finance

• HKMA and Cyberport launch GenAI Sandbox (Aug 13, 2024) 
• HKMA Invitations extended to banks (Sep 20, 2024) 

• HKMA Consumer Protection in respect of use of GenAI (Aug 19, 2024)
• Governance and accountability
• Fairness
• Transparency and disclosure
• Data privacy and protection 
• Proactive use of BDAI and GenAI in enhancing consumer protection

• HKMA Use of AI for Monitoring of Suspicious Activities (Sep 9, 2024)
• Research Paper of Generative AI in the Financial Services Sector (Sep 27, 2024) 

https://www.hkma.gov.hk/eng/news-and-media/press-releases/2024/08/20240813-6/
chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https:/www.hkma.gov.hk/media/chi/doc/key-information/guidelines-and-circular/2024/20240920c1.pdf
https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2024/20240819e1.pdf
https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2024/20240909e1.pdf
https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2024/GenAI_research_paper.pdf
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Hong Kong AI regulation – sectoral approach in finance

• HK Government to consider rules for AI use in finance (Standard, Sep 17, 2024) 
• “Local regulators are also trying to resolve some of the confusion around AI in Hong Kong, a city 

that’s caught up in the US-Chinese technology conflict. Many consumers and corporations can’t 
easily access some of the hottest services from OpenAI’s ChatGPT to Google’s Gemini, because US 
tech leaders are likely nervous about running afoul of the Chinese territory’s rules, analysts say. 
Officials expect to unveil their statement around late October during Fintech Week, one of the 
industry’s most important annual gatherings.” 

https://www.thestandard.com.hk/breaking-news/fc/4/220573/Hong-Kong-considers-rules-for-AI-use-in-finance


Designing your AI Solution Ethically 

International efforts to coordinate from Hong Kong 

1. Hong Kong SAR as part of “One Country Two Systems” 
• “Microsoft maintains AI services in Hong Kong, as OpenAI curbs API access from 

China” (SCMP, Jun 27, 2024) 
• ”As OpenAI blocks China, developers scramble to keep GPT access through VPNs” 

(SCMP, Jul 10, 2024) 
• “China’s Views on AI Safety Are Changing—Quickly” (Carnegie Endowment for 

International Peace, Aug 27, 2024) 

https://www.scmp.com/tech/big-tech/article/3268233/microsoft-maintains-ai-services-hong-kong-openai-curbs-api-access-china
https://www.scmp.com/tech/big-tech/article/3268233/microsoft-maintains-ai-services-hong-kong-openai-curbs-api-access-china
https://www.scmp.com/tech/tech-trends/article/3269958/openai-blocks-china-developers-scramble-keep-gpt-access-through-vpns
https://carnegieendowment.org/research/2024/08/china-artificial-intelligence-ai-safety-regulation?lang=en
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International efforts to coordinate from Hong Kong 

2.  Privacy regulator conferences and forums
• Eg, Asia-Pacific Privacy Authorities (APPA) Forum 
• Global Privacy Assembly – Working Group on Ethics and Data Protection in Artificial 

Intelligence 

3.  University initiatives  
• International AI Cooperation and Governance Forum 2023 (HKUST and Tsinghua U) 

(Dec 8-9, 2023)

https://www.pcpd.org.hk/english/news_events/events_programmes/international/international_conferences.html
https://globalprivacyassembly.org/wp-content/uploads/2022/11/2.2.f.-Ethics-and-Data-Protection-in-AI-Working-Group-English.pdf
https://globalprivacyassembly.org/wp-content/uploads/2022/11/2.2.f.-Ethics-and-Data-Protection-in-AI-Working-Group-English.pdf
https://aicg2023.hkust.edu.hk/


Chiron HWITL framework survive introduction of GenAI ? 

Aladdin and the Efrite, jinn, genie.
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and wisest of 
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Cheeky Djinn, or 
“how do you 

make your 
wish?” 

Stochastic Guru, 
or “seeking of 

insights (to 
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Chiron HWITL GenAI Roles: Market-based Mechanisms for GenAI externalities?  

Human-Working-In-The-Loop Role Concerns/ Externalities 

Human as AI Trainer/ Data Preparer Bias training data; Copyright infringement; Data worker pay & conditions  

Human as AI User Trainer Confidentiality/privacy of prompting

Human as AI Governance Credibility of corporate committee/ process; regulatory capture and 
knowledge 

Human as AI Explainer or Interpreter “Hallucinations”/ convincing falsehoods; Challenge of statistical blackbox; 
“Unjust” outcomes of algorithmic decision-making (right of review) 

Human as AI Creator Expensive to train/ retrain & run leads to market concentration; Model decay; 
Bias finetuning; Carbon footprint & water usage; Equitable access (including 
for Global South and languages) 

Human as Customer-user of AI 
Products and Services 

GenAI use - Synthetic data polluting internet (training data); Carbon footprint 
& water usage; Future of work/labour; AI arms race as part of Digital Cold 
War; Enter “culture wars”; Challenging nature of “reality”; AGI
GenAI “misuse” - malicious “fake news” and other “misuse”; autonomous 
weapon systems
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GenAI Consumers: Universities
Law Firms/ Legal Departments
Students; Lawyers; Clients  
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• AI safeguards for content moderation and safety 
to refuse to generate certain content 
• Risk censorship/ bias / overcorrection on 

topics involving gender, ethnicity, hate speech, 
graphic violence, etc out of concern not to 
marginalize or offend or be misaligned with 
societal values via “safety classifiers” focused 
on toxicity, discrimination, intent and privacy 
• Eg, Allen Institute’s Real Toxicity Prompts 
• Eg, Chinese TC260’s “refuse to answer test 

question bank” (min 500 on 17 safety risks)
• “Censored GenAI” may impact utility for NGOs/ 

lawyers (eg, criminal law, human rights) 

GenAI Safety risks “Censored, Bias and/or Overcorrected GenAI”?

© Brian W Tang

https://www.yahoo.com/tech/tested-ai-censorship-chatbots-won-150000585.html
https://rubymediagroup.com/twitter-artificial-intelligence/


Exploring Market-Based Mechanism Options for GenAI externalities 

Regulatory focus on output risk and use of GenAI 

• High risk (including systematically risky LLMs) (China, EU; California bill) 

• Employment, deep fakes, consumer protection, etc

• ISO/IEC42001 AI management system standard 

Lack of consensus amongst legislators on regulating externalities regarding how such 
GenAI is created, but remain a concern for many parties 

• GenAI users (corporates, governments, courts, universities, law firms & individuals)

• Employee talent of GenAI companies who are the humans-working-in-the-loop

• Investors and owners 

Lack of Consensus on Regulating GenAI externalities  



Exploring Market-Based Mechanism Options for GenAI externalities 

(a)  Market mechanisms addressing individual consumer benefit (promised 
performance) and consumer protection (against individual harm) 

o “Hallucinations” / convincing falsehoods that result in individual harm 
o Statistical blackbox concerns that prevent explainability and accountability 
o “Unjust” outcomes on those prejudiced by algorithmic decision-making 

(including from bias training data, bias finetuning) 
o Model decay that leads to inconsistent outputs from the same inputs  
o Malicious “fake news” and other “misuse” that result in individual harm 

o Confidentiality and data protection of eg prompting and output as GenAI  
training

Two Targets of Market-based Approaches 



Exploring Market-Based Mechanism Options for GenAI externalities 

Two Targets of Market-based Mechanisms for GenAI externalities  

(b)  Market mechanisms addressing third-party benefit/ holistic/ ethical 
considerations (ie, beyond consumer protection) 

o Copyright infringement from training using copyrighted images on the internet 
o Poor data worker pay & conditions
o Resultant market concentration due to cost to train models 
o Excessive carbon footprint, water usage and energy need from training and usage 
o Inequitable access, including from Digital Divide, Global South and languages 
o Synthetic data “polluting” internet that reduces the quality of its data and use
o Impact on the future of work, labour and jobs 
o Exasperating an AI arms race as part of  geopolitical Digital Cold War



Exploring Market-Based Mechanism Options for GenAI externalities 

Two Targets of Market-based Mechanisms for GenAI externalities 

(b)  Market mechanisms addressing third-party benefit/ holistic/ ethical considerations (ie, 

beyond consumer protection) 

o Exasperating “culture wars” through fine-tuning of models that reflect different 

perspectives (eg, gender) 

o Malicious “fake news” and other “misuse” that begins to challenge the perceived notions 

of “reality” in society 

o Misuse in autonomous weapon systems 

o GenAI safety measures resulting in “censored”, bias and/or “overcorrected” GenAI that 
begins to challenge the perceived notions of “reality” in society (eg, Google Gemini 
“woke” images, Allen Institute’s Real Toxicity Prompts, Chinese TC260’s “refuse to answer 
test question bank” (min 500 on 17 safety risks))

o Existential concerns about society being overrun by AGI 



Exploring Market-Based Mechanism Options for GenAI externalities 

(1)  Voluntary certification 
(2)  Rating and scoring schemes
(3)  Nutrition label 

Potentially more powerful application beyond individual/retail consumers
• Corp, govt, judicial, universities & law firm consumers of GenAI systems  
• Employee talent HWITL of GenAI companies 

• Investors and owners 

Choose the externality that stakeholders care about

Risks of “greenwashing” or “fairwashing” from misuse of labels 

Market-based Approaches as “ethical consumerism” – stakeholder’s choice 



Exploring Market-Based Mechanism Options for GenAI externalities 

(1) Voluntary certification schemes: Fair trade movement  

Aim – to recognize products that assist developing country agricultural 
producers be fairly compensated
• Work with farmers and workers of 300 commodities since 1997  

But multiple logos and standards

• “Fair Trade” USA split in 2012 due to decision to certify plantation grown 
coffee - “water down standards” 

• Criticism for not addressing other externalities eg, environmental concerns, 
labor and production standards 

• Criticism for not achieving equitable outcome sought 



Exploring Market-Based Mechanism Options for GenAI externalities 

(1) Voluntary certification schemes: Fair trade movement applied to GenAI  

Aim – to recognize LLM products that are trained with licensed data (ie, 
not infringement of copyright materials) 

Query - impact on performance?
Query - less relevant if copyright data mining exception ? (eg, 
Singapore, Japan) 
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