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Judging Criteria ﬂ” Business plan that shows

Teams must demonstrate the following in their pitches: scalability, adaptability, and

potential integration with
« Proper scoping of social problem (what is the pain point?) existing systems or

« Convincing and sustainable business model H aCk4G OOd 2024: DeSi g n i n g yOU r Al

o processes
« Sufficient application of GenAl technology

« Team competency to implement solution SO | Ut i O n Et h iCa I Iy

+ Potential replication of the
N As more technology startups and social entrepreneur founders use GenAl to create
solution in different contexts

Feasibility and impact Novelty and innovation Transdisciplinary co-creation Sustainability and ethics impactful solutions, given the rising appreciation of the externalities and new regulations

globally, it has become increasingly important for Al ethics and governance be an integral
» Awareness and part of the design process. This 1 % hour workshop introduces Hack4SDG participants to
salient Al ethical design considerations when creating and implementing their SDG
solutions to address our aging population, sustainable food and waste systems and
inclusive cities for this hackathon, and beyond.

consideration of potential
ethical implications and risks
such as bias, privacy

. Date: October 4, 2024 (Fri)
concerns, or unintended Time: 4:30 pm = 6:00 pm

consequences. Venue: [CHANGED TO ZOOM ONLY]



https://www.hack4sdg.com/event/designing-your-ai-solution-ethically/
https://docs.google.com/forms/d/e/1FAIpQLSeeazRYu0mUkWLPPa1AMhvzFajQDwL90MKGlK9Y0ZB-dBjZ5w/viewform
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University
7 responses

@ HKU
@ cityU
® HKBU
@ HKUST

Faculty
7 responses

3
3 (42.9%)

1(14.3%) 1(14.3%) 1(14.3%) 1(14.3%)

Arts BBA Computer Science Engineering School of Engineering

Thematic Tracks
Good Life for an Ageing Population Sustainable Food and Waste Systems Inclusive City for All
Innovating for enhanced, fulfilling senior lifestyles. Revolutionising practices for eco-friendly consumption and Reimaging the city that welcomes and empowers everyone.

waste reduction.

SDG Thematic Track

7 responses

@ Good Life for an Ageing Population
@ Sustainable Food and Waste Systems
@ Inclusive City for All
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Understanding Hong Kong: “One Country Two Systems” and “Greater Bay Area”

Comparison between the Guangdong-Hong
Kong-Macao Greater Bay Area and other bay
areas in the world

Edited by The Education University of Hong Kong

Personal, Social and Humanities Education Section, Curriculum
Development Institute, Education Bureau

December 2021

Table 2: Land area and number of cities in the world’s four bay areas in 2016

Table 4: Gross domestic product (GDP) of the world’s four bay areas in 2016

Bay area Area (10,000 square | Number of counties or cities Bay area GDP (trillion USS) GDP per capita | GDP as a percentage
kilometers) (USS) of the country (%)
Cuangdong-Hong Kong- 5.65 11 Tokyo Bay Area | 18 41,070 41.0
Macao Greater Bay Area New York Bay | 1.4 69,307 44
Area
Mew York Bay Area 215 25
¥ . Cuangdong-Hong | 1,36 20,371 10.8
San Francisco Bay Area 179 9 Kong-Macano
- Greater Bay Area

Tokyo Bay Area 1.36 4 (1 metropolis and 3 prefectures) .

B San Francisco 0.76 949,802 77

Source: Cushman & Wakefield (2018); Metropolitan Transportation Commission of Sar Francisco Bay Area

Bay Area (200 7); Statistics fapan (Statfstics Bureaw Minisiry of Internal Affairs and

Communications) (2005)

Table 3: Population and percentage of national population of the world's four bay areas

Sawrce: Cushman & Wakefeld (2018); Metrapolitan Transportation Commission of San Francisco
Bay Area (2017); Statisiics Japan (Statistics Bureau Minisiry of Internal Aifairs and

Cammunications) (2019

Table 5: Production and trade structure in the world’s four bay areas in 2016

in 2016
Bay area Proportion of | Representative Start-up Direction of
Bay area Population (ten thousands) Percentage of national tertiary industry industry industry development
population (26) (2015)
New York B9.4% Port trade Part trade World financial
Guangdong-Hong 6,765 3 Bay Area care
Kong-Macao Greater San Francisco BZ.8% Trade, Trade Global high-
Bavy Area Bay Area technological technological | technology
- innovation innovation research and
Tnk!"[’ BE}' Area 4,383 28 development centre
Mew York Bay Area 2,370 7 Tokyo Bay B2.3% Equipment Manufacturing | Japan's core port
Area manufacturing, | innovation indusiry
San Francisco Bay ] 2 steel, chemicals
Area and logistics
Guangdong- 62.2% Finance, Foreign trade | Innovation and
, ™ ; - T - s . H Kong- shipping, Technol
Source: Cushman & Wakefield (2018); Memropolitan Transpartation Commission of San Francisco M‘:]:Eu -:D?fm n]le-cF:,tF:‘::nﬁcs and echnology
Bay Area (2017); Statistics Japan [(Statistics Bureau Minissry of Internal Affairs and Bay Area Internet
Communications) (2015 =



https://www.edb.gov.hk/attachment/en/curriculum-development/kla/pshe/references-and-resources/geography/Background_E.pdf
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Hong Kong Policy Approach to Facilitating Data Flow and Data Security

Policy Statement on Facilitating Data Flow and Safeguarding Data Security in Hong

Kong (Dec 2023) issued by Innovation, Technology and Industry Bureau (ITIB) and
Digital Policy Office (formerly OGCIO) under “One Country, Two Systems”

Background: PRC 14th Five-Year Plan for National Economic and Social Development of
and the Long-Range Objectives Through the Year 2035 (Mar 13, 2021); Hong Kong I&T

Development Blueprint (Dec 2022); ITIB and Cyberspace Administration of China signed

“MOU on Facilitating Cross-boundary Data Flow Within the Guangdong-Hong Kong-Macao
Greater Bay Area” (Jun 2023)
18 Action Items under 5 Broad Categories
1. Advancing Digital Government and Enhancing Data Governance
Formulating or Updating Policies, Guidelines and Laws
Enhancing Cybersecurity Protection
Bolstering the Digital Infrastructure
Promoting Cross-boundary Data Flow

e W


https://www.itib.gov.hk/assets/files/Policy_Statement_Eng.pdf
https://www.itib.gov.hk/assets/files/Policy_Statement_Eng.pdf
https://www.gov.cn/xinwen/2021-03/13/content_5592681.htm
https://www.gov.cn/xinwen/2021-03/13/content_5592681.htm
https://www.itib.gov.hk/en/publications/I&T%20Blueprint%20Book_EN_single_Digital.pdf
https://www.itib.gov.hk/en/publications/I&T%20Blueprint%20Book_EN_single_Digital.pdf
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1. Advancing Digital Government and Enhancing Data Governance

Digital Policy Office (DPO) - merger of Office of Government Chief

Information Office (OGCIO) and Efficiency Office in Jul 2024
Ethical Artificial Intelligence Framework (Jul 2024 —
updated from Aug 2023) for govt bureaux and depts
implementing projects that involve use of Al technology

12 Ethical Al Principles

Principle Defimition
Data Privacy Individimals sheould have the right inc
[a} be informed of the purpose of oollection and potendial mansfereess of
thedr prrsomal data and thad persanal data shall coly be collscted for
a lowfal purpese, by asing lowlal and fair means, and that the
amoamt of pereonal data colbected should not ke eeresive inrelation
o the purpase. Please refer o the Data Protection Principles
["IXFF 31 “Purpose and Manner of Collection™ of the Persomal Data
{Privacy) Ordinamce (e “FINFO")
(6] be msured that data wsers take all procticable steps o ensure that
persnnal dara i accurase and &5 not kept Inngger than i necessary.
Principle Definition Flease refer o the DFP2 “Acoaracy and Duration of Retention” of
the PIHF) O
Transparency and | Organisations should be able to explain the decision-making processes fic} reqquire that persomal data shall oaly be used for the original purpose
Interpretability of the AT applications to hurmans in a clear and comprehensible manner. of collection and any directly related purposes. Othenwise, express
and valumtary consent af the individmls & required. Please refer o

Reliability, Like other IT applications, Al applications should be developed such the DFPY “Use of Personal Data”™ af the PO{F|O)

Robustness and that they will operate reliably over long periods of time using the right [d) be assured that data users mke all practsmble seps o proect te

Security moddels and datasets while ensuring they are both robust (fe. providing personal data they hald against unautharised or accidental access,
consistent results and capable to handle errors) and remain secure against prucessing, erasure, loss o wse. Please refer o the DIPP4 “Securily
cyber-attacks as required by the relevant legal and industry frameworks. of Perscmal Data™ af the PO{FIC

le} be provided with infarmatton an (1) is polickes and practices in

Fairness The recommendationresult from the AT applications should treat relaticn ta persanal data, (1) the kinds of personal data held, and (108
individuals within similar groups in a fair manner, without favouritism the maln purposes far which the persomal data i to be uwed. Please
or discrimination and without causing or resulting in harm. This entails refer o the DPPS “Infarmation to Be Geeermlly Availshle” af the
maintaining respect for the individuals behind the data and refraining - m:':':"m-m — — —

- 5 5 . i [T1L] ir ratl iFet i, applications not
from using datasets that contain discriminatory biases. ey :mwimm e m’;ﬁzal ity or menial Imw_""f;_ PR

Diversity and Inclusion and diverse usership through the AT application should be Accountability Tirganisations are respensible for he maral implications of thelr we and

Inclusion promoted by understanding and respect the interests of all stakeholders misuse af Al applications. Thene should alsa be a clearly ifentiflable
impactnd. aocountable party, be 1t an individual or an organisational entity (e.g. the

Al salutian provider]

Human Oversight | The degree of human intervention required as part of Al application’s Tenehcial Al The development af Al should promote the comman good.
decision-making or operations should be dictated by the level of the Cooperation and | A culiure of multi-stakeholder apen cooperation in the Al ecosysiem
perceived severity of ethical issues. Openness shauld be fastered.

Lawfulness and | Organisations responsible for an AT application should always act in ?“‘:’;ﬁlﬁz“" Th"""'-]""““"P“""-"'I”T""'f':’:—'ﬂh-‘"':'“na'ﬂ':-‘I'ﬂlﬂln.lﬂlmlﬂ place

Compliance accordance with the law and regulations and relevant regulatory regimes. v R e e e e mes e

Table 1: Ethical Al Principles and Definition



https://www.digitalpolicy.gov.hk/en/our_work/data_governance/policies_standards/ethical_ai_framework/doc/Ethical_AI_Framework.pdf
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1. Advancing Digital Government and Enhancing Data Governance

Digital Policy Office (DPO) Ethical Artificial Intelligence Framework (July 2024)

Key users

IT
Planners

System

Analysts Leverage

System
Architects

Data
Scientists

Figure 1: Overview of the Ethical AI Framework

Ethical Al Framework

Tailored Al Framework

Al Assessment

Existing Standards for IT and Projects

Perform

Al Application

1

Project
Strategy

2

Project
Planning

3
Project
Ecosystem

4
Project
Development

2
System
Development

[
System

Operation and
Monitoring

Al Governance

AT governance refers to the practices and direction by which Al projects and applications are
managed and controlled. The three lines of defence is a well-established governance concept in
many organisations. Figure 2 shows the different defence lines and their roles.

First Line
Project Team

Al Application Developmeant

« Al application developers or owners
must follow appropriate standards

+ Al application aligned with overall
strategy

Process Documentation

+  Project teams document the Al
assessment throughout the Al lifecycle

Risk Assessment

E I risk iated with
Al applcalion through Al Assessment

Second Line
Project Steering Committee (PSC)/ Project
Assurance Team (PAT)

Standards & Specifications
» Organisation leaderships define the

acceptance criteria for Al application and
overall requirement

Independent Review & Challenge

» Independent review group evaluates Al
application’s performance

+ Reviews of controls and assessments
+ Ongoing monitoring

+ Commentfinput for high risk cases

Final Approval
+ PSCIPAT signoff prior to Al application
delivery

Third Line
IT board/

Chief Information Officer (CI0)

For high-risk Al application:
Senior management directive and review

Ongoeing menitoring

Ethical Al Committee (optional)

Act as advisors to the IT board

Figure 2: Lines of Defence Model


https://www.digitalpolicy.gov.hk/en/our_work/data_governance/policies_standards/ethical_ai_framework/doc/Ethical_AI_Framework.pdf
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Digital Policy Office (DPO) Ethical Artificial Intelligence Framework (July 2024)

Al Lifecycle
) o ) . ) The AI Lifecycle is used to align the practices in the Al Practice Guide. The AI Lifecycle also
In order to structure the practices for organisations to follow when executing Al projects/creating aligns to a traditional System Development Lifecycle (“SDLC”) model as depicted in Figure 4.

Al applications, practices in different stages of the AI Lifecycle have been detailed in the Al
Practice Guide (Please refer to Section 4 “Al Practice Guide” in the Ethical Al Framework for

further details). A way to conceptualise the Al Lifecycle appears in the following 6-step schematic.

System Development Lifecycle Model and Al Lifecycle

System
Post

Development Project Feasibility System ) . System
Lifecycle Request —» Study —» Analysis and —» Implementation —» Implementation —p Ry
Model Design Review

3. Project Ecosystem

T T T 6. System
Technology Sourcing Change Operation and
Roadmap Management Monitoring T A
Corporate
Strategy Business & Data ( ’ Operational I T
v

- | Program ~ . Evaluati
Industry v 2 Oversight o Understanding &‘gh::k?i: Support
Standards & 8 E 2 -4
" = E
Regulations a 5 S I Solution Design Ongoing ™
Internal Q g [~ Delivery Approach o monitoring —
Policies 4 5 2, a Project Project Project Project System System
& Practices ® 2 — [ DataExtraction Al Lifecycle —» = — — tion
z a Portfolio tqi Transition Strategy Planning Ecosystem Development Deploy Monitoring
b Management 4 i 8 Execution
& | Pre-Processing Continuous - b
- Model Integration & Review /
\ Model Building Impact Compliance
5. System Deployment Figure 4: Al Lifecycle Aligned to a System Development Lifecycle Model

Figure 3: Overview of the Al Lifecycle


https://www.digitalpolicy.gov.hk/en/our_work/data_governance/policies_standards/ethical_ai_framework/doc/Ethical_AI_Framework.pdf
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1. Advancing Digital Government and Enhancing Data Governance

Digital Policy Office (DPO) Ethical Artificial Intelligence Framework (July 2024)

Al Application Impact Assessment

The AI Application Impact Assessment should be conducted on an Al application at different
stages of the Al Lifecycle. The AT Application Impact Assessment introduces a systematic thinking
process for organisations to go through different aspects of considerations of individual
applications for their associated benefits and risks whilst highlighting the need for additional
governance activities and identifying follow-up actions to ensure necessary measures and controls
required for implementing ethical Al

The AI Application Impact Assessment template used for this assessment is in Microsoft Word
format with sections for providing qualitative answers. Please refer to Appendix C “Al Application
Impact Assessment Template” in the Ethical Al Framework document for details.

The AI Application Impact Assessment has the following components:

1. Risk Gating 2. Al Application 3. Al Practice Guide 4. Impact
Criteria Assessment Reference Considerations
Questions
+  Determine the m,‘;’f A «  Some +  Identfy
level of the Al assessment beneficial and
assessment —» application —» questions —» negative
required based T reference the impacts to
on the Al o a‘lm Practice Guide specific
application i T for additional stakeholders
panied guidance and the
by explanatory corm.ols
text required

Figure 5: Al Application Impact Assessment Components

3. Project Ecosystem

T T I 6. System
Technology Sourcing Change Operation and
Roadmap Management Monitoring
Corporate O
Strategy Busi Operational
= Program usiness & Data Evaluation
B - i Support
industry | o £ [ Oversight £ | Understanding & Check-in PP
= = L]
Standards & = © E E
Regulations 2 & Q.
2 m S |~ Solution Design Ongoing
Internal v + [ Delivery Approach ] monitoring Staged
. = O = post
Policies g @ @
. = ‘g (=] . Release
& Practices 7] = « [ Data Extraction Review
2 o Portfoli - Transition
~ M‘;na ::11ent T & Execution
}) 9 & = Pre-Processing Continuous
\. < Model Integration & Review /
\ Model Building Impact Compliance
Stage 1 ———
Review
Stage 2
e 5. System staged
Deployment Impact
Review

Figure 6: Stages for AI Application Impact Assessment


https://www.digitalpolicy.gov.hk/en/our_work/data_governance/policies_standards/ethical_ai_framework/doc/Ethical_AI_Framework.pdf
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Hong Kong Privacy Commissioner for Personal Data (PCPD)

Personal Data (Privacy) Ordinance (PDPO) - when organisations develop and use Al
process personal data, they would have to comply with the relevant requirements

and six Data Protectlon Principles under the PDPO

B E].
A O]

. ]
"1 o B

Six Data Protection Principles

Iﬁgﬁ!ﬂilllﬂ.

J BRAMRER

beed COLLECTION PURPOSE & MEAN

A f

R
SECURITY

\

9@&’_@* ﬁmwaﬂ
R Y & RETENTION

e.n R
ENNES

\

-~

Tﬁﬁ
Cd {JSB

G@ulﬁ&fi
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Hong Kong Privacy Commissioner for Personal Data (PCPD)
 “Guidance on the Ethical Development and use of Artificial Intelligence” (Aug 2021)

Data Stewardship Values Ethical Principles for Al

Being Respectful * Accountability

* Human Oversight
* Transparency and Interpretability

Ethical 3 : Data Bri
AI A, o .. ¢ DutePr = Fivacy

2 Being Beneficial # Beneficial Al
# Reliability, Robustness and
Security

* Development of Al Models and
Management of Al Systems . . N
3 Being Fair * Fairness

* Cormmunication an d Engagement

with Stakeholders



chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https:/www.pcpd.org.hk/english/resources_centre/publications/files/guidance_ethical_e.pdf
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Hong Kong Privacy Commissioner for Personal Data (PCPD)

* Findings of Compliance Checks on 28 Organisations (Feb 21, 2024)
« 28 local orgs (telecom, finance, beauty, retail, transportation, education, govt depts)
e 21 used Al in day-to-day operations (incl data analytics, HR, customer chatbots)
* 19 established internal Al governance frameworks (eg, committee or officer)
* 10 collected personal data through Al (all with PCPD statements)
8 conducted privacy impact asssements
10 implemented appropriate security measures
* 9retained personal data collected; 8 specified retention periods and delete or
anonymize data when original purpose of collection achieved, remainder allowed
data subjects to delete themselves



https://www.pcpd.org.hk/english/news_events/media_statements/press_20240221.html
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD)
e “Artificial Intelligence: Model Personal Data Protection Framework” (Jun 11, 2024)

Data Stewardship Values and Ethical Principles for Al

Data Stewardship Values Ethical Principles for Al

2 Being Beneficial ¢ Beneficial Al
¢ Reliability, Robustness and
Security
3 Being Fair s Fairness

Landscape of Al Developers, Vendors and Organisations
Procuring / Implementing / Using Al

Vendnrs
Model Developers ( are/ h

Organisations procuring, implementing and using Al
(e.g., Government, public sector badies or private sector companies)

41 [1/- 328 Model Personal Data Protection Framework

Provide feedback for adjustment

ESTABLISH CONDUCT EXECUTE FOSTER
Al Strategy and Risk Assessment  Customisation of Al Models Communication
Governance and and Implementation and and Engagement

Human Oversight Management of Al Er,'stems with Stakeholders

2 S [

Re-assess risks when there Flne tune Al systems to address
are significant changes stakeholders’ concerns



https://www.pcpd.org.hk/english/news_events/media_statements/press_20240611.html
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD)

e “Artificial Intelligence: Model Personal Data Protection Framework” (Jun 11, 2024)

Process of Procurement and Implementation of Al Models

Yo YaYaYaYaya

1. Sourcing Al Solutions )
AV 4

2. Picking the Appropriate Al Solution )
AV 4

3. Collecting and Preparing Data )
\Z

4. Customising Al Model for Particular Purpose )
AV 4

5. Testing, Evaluating and Validating Al Model )
AV 4

s Testing and Auditing System and Components for

: Security and Privacy Risks

\Z

7. Integrating Al Solution into Organisation's System )

Governance Considerations for Procuring Al Solutions

’/—

Purposel(s] of Using Al

Privacy and Security Obligations and Ethical Requirements

International Technical and Governance Standards

Criteria and Procedures for Reviewing Al Solutions

Data Processor Agreements

Policy on Handling Output Generated by the Al System

Plan for Continuously Scrutinising Changing Landscape

Plan for Monitoring, Managing and Maintaining Al Solution

| o | & | & |1 e &)

Evaluation of Al Suppliers



https://www.pcpd.org.hk/english/news_events/media_statements/press_20240611.html
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD)
e “Artificial Intelligence: Model Personal Data Protection Framework” (Jun 11, 2024)

Al Governance Committee

Participation by senior management and interdisciplinary
collaboration should be the most significant attributes of an Al
governance committee. A cross-functional team with a mix of
skills and perspectives should be established, including business
and operational personnel, procurement teams, system analysts,
system architects, data scientists, cybersecurity professionals,
legal and compliance professionals [including data protection
officer(s]), internal audit personnel, human resources personnel
and customer service personnel.

A C-level executive [such as a chief executive officer, chief
information officer / chief technology officer, chief privacy officer or
similar senior management position] should be designated to lead
the cross-functional team.

[Optional] Independent Al and ethics advice may be sought from
external experts. An additional ethical Al committee may be
established to conduct an independent review when a project is
sufficiently large, with a considerable impact and / or a high profile,
and its ethical value may be challenged.

Examples of roles and responsibilities:

Procurement teams should obtain Al solutions in accordance
with the internal policies and procedures set out in the
organisational Al strategy;

System analysts, system architects and data scientists
should focus on the customisation, implementation,
monitoring and maintenance of Al solutions, and on the
organisation’s internal data governance processes;

Legal and compliance professionals should focus on
ensuring compliance with relevant laws and regulations
lincluding data protection laws] as well as internal policies
regarding the procurement, implementation and use of Al
systems;

Huran reviewers should focus on reviewing the decisions
and output of Al systems;

Business and operational personnel should use Al in
accordance with the policies and procedures of the
organisations; and

Customer service and public relations personnel should
communicate with stakeholders, including customers,
requlators and the general public, and address their
concerns.

Examples of Training

System analysts /
architects / data
scientists

D

e
="

Compliance with data protection laws,
regulations and internal policies;
cybersecurity risks

Al system users
lincluding business and
operational personnel)

Jo

Compliance with data protection
laws, regulations and internal
policies; cybersecurity risks; general
Al technology

Legal and compliance
professionals

General Al technology and
governance

& [l

Procurement staff

General Al technology and
governance

Human reviewers

LALK

Detection and rectification of any
unjust bias, unlawful discrimination
and errors [ inaccuracies in the
decisions made by Al systems or
presented in the content

All staff performing

@g @ fﬁ\ a :;os:: IIr“elating to Al

Benefits, risks, functions and
limitations of the Al system(s] used by
the organisation

Recommended Personnel Training Topics h

/



https://www.pcpd.org.hk/english/news_events/media_statements/press_20240611.html

The University of Hong Kong

LiTE [ Designing your Al Solution Ethically
1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD)
e “Artificial Intelligence: Model Personal Data Protection Framework” (Jun 11, 2024)

(2 VR EEN Risk-based Approach fo Human Oversight

Governance Structure Process of Risk Assessment )
Lower Risk level of Al system Higher
> C
Clear roles and -9 —TFE‘?
responsibilities Al Governance Committee External Al / 568 Lff
----- data ethics Human-out-of-the-loop Human-in-command Human-in-the-loop
Adequate financial C-level Cross-functional Adopt Al makes decisions without Human actors oversee the Human actors retain control
resources and team experts Identify and appropriate risk human intervention operation of Al and in the decision-making
manpower Conduct risk evaluate the risks management intervene whenaver Pr::‘i“:t“ prevent a;lnd
Al procurement assessment by a of the Al system measures that are flecassany mitigate arrors by
team gmss-cll‘un.cllatr;.lal ECII_'I'I':I'I?.'HSL_IFElE
eam during the with the risks . N
Training and pro cummen; (2[R Examples of Al Use Cases that May Incur Higher Risk
awareness raisin processes or when
. significant updates . ™
. are made to an = Real-time identification of Evaluation of individuals’
Employees using Al existing Al system Jll individuals using biometric m eligibility for social welfare or
" data public services
Assessment of job Ewvaluation of the
applicants, evaluation of job % creditworthiness of

performance or termination individuals for making
of employment contracts autornated financial decisions

QI Al-assisted medical imaging

analytics or therapies
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD)

 “Artificial Intelligence: Model Personal Data Protection Framework” (Jun 11, 2024)

L CREDN Examples of Risk Mitigation Trade-offs

Predictive accuracy /
e a performance
Certain Al models, such as decision trees,

are easier to interpret but have less
predictive accuracy

Statistical
accuracy of data
To improve the accuracy and fairness of Al
models, more data [including personal data)
may be required far training, custamisatian,
and [ or testing

@ Explainability

Providing an explanation for Al systermn's
autput would enhance explainability

Privacy enhancing
technologies

D

PETs such as synthetic data™ or differential
privacy 20 can be deployed to minimise the
amount of personal data used

—A—

o
0
0

o

Q output
I explainability

Deep learning neural network models are

genarally mare accurate in their predictive

output but are often referred to as “black
haxes” that are difficult to interpret

0 Data minimisation

Organisations should ensure that only
adequate but not excessive personal data
are used for their purposes

Data security / privacy

Detailed analysis may reveal information
about the data privacy and inner workings
of the Al madel, making it more prone to
attacks and breaches of data security

E‘Fu Output
= accuracy
gle P

Organisations should be mindful of the
potential implication on output accuracy
of the Al

L LG A Major Ci

isation and M: Processes

&)

Customisation and Management and
Implementati Continuous
mplementation Monitoring

Data Preparation
and Management

20N I 4 Aspects of Data Preparation

-

& Compliance with requirements of the PDPO
=

Minimisation of personal data involved in
customisation and use of Al

Data P ti
-l @ Management of data for customising and using A1

(%=7 Proper documentation of handling of data

(1 VRV Examples of Al i ion Considerations

N
E Walidating that procurement

requiremnents have been met @@ Testing the Al solution
by the Al solution

Mechanisms to ensure
transparency, output
traceability and system
auditability

User Acceptance Tests

Legal obligations and security

Security measures to . . . .
prevent adversarial attacks considerations in relation to

hosting of the Al system

(20T R .28 Al Incident Response Plan

Reporting an
Al Incident

Containing an
Al Incident

Investigating an
Al Incident

Recovering from
an Al Incident

0

-

Organisations should devise a definition in the context of their Al
systems.

An Al incident may be defined az "an eventwhere the development or
use of an Al systern [allegzdly] caused harm to person(s), property, or
the emvirenment, including by infringing upon human rights, such as
privacy and non-discrimination; [w%‘lere hel harm involes bodily
injury or death, it could be considered to be a ‘sericus incident™™ 4,

0

-

Closely tied to the risk assessment process, categories of foreseeabls
harmes should be noted and monitared, and procedures for addressing
unforesseable harms that emenge should be devissd.

Organisations may note the past Alincidents that are documented in the
'lﬂ.rfqlncldenl Database ™.

-

Internal policies and procedures should be established to enable
employees to flag incidents, and to enable other stakeholders fie.,
hﬁslnesgparhers. custorners| to report any incidents through feedback
channels.

-

-

Personnel should be designated as respansible for pressing the “pauss”
or "stop” button on ﬂﬁe.ﬁ?syslern according to established polides and
procedures to dizconnect the systems a%cled from other operating
systermns.

Relevant requlstory authorities and any impacted individuals should be
informed as soon as practicable.

-

-

-

Relevant personnel lincluding those responsible for implermenting the
Al systemn] should conduct a thorough review and investigation and apply
technical fives.

Result of the investigation should be reported in line with the
organisation’s Al policies.

The Al system should only resume operation when it has besn
Dqﬂf_irme?d.lha‘t the rigk of further harm or unintended consequences is
minirnised.

0

-

Salient findings from the incident investigation should be decumented.

Findings may necessitste the revision of internal policiez and

Erq-ce ures for procuremnent, changes in the implementation and use of
| in the organisation’s Al strateqy and updates to internal training.



https://www.pcpd.org.hk/english/news_events/media_statements/press_20240611.html
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1. Advancing Digital Government and Enhancing Data Governance

Hong Kong Privacy Commissioner for Personal Data (PCPD)

e “Artificial Intelligence: Model Personal Data Protection Framework” (Jun 11, 2024)

-1 R O Management of Al Systems

EI Ensuring Quality and
Lawful Use of Data

[ Keeping Proper

=] Documentation

@ Periodic Review, Tuning
and Re-training of Al

|"".E.'1| Robust Security

Measures

@ Evaluation and
Adjustments of Al Strategy

Tasting Al Modals
Befora Use

Re-assessment
of Risks

Hurnan Oversight

User Support and

Feadback Channals €

Al Incident
Rezponse Plan

[ Communication and Engagement with Stakeholders

I.'liu:ln; the Us
of the Al System

Communmicatien

Stakeholders

1<)

Allow Opt-sut,
Data Access and

Emgagenent

Stakeholders upon Regquast

=



https://www.pcpd.org.hk/english/news_events/media_statements/press_20240611.html
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2. Formulating or Updating Policies, Guidelines and Laws

Secretary for Innovation, Technology & Industry Sun Dong response to question at
Legislative Council (Jan 24, 2024)

“Government has commissioned the InnoHK research centre specialised in generative Al to study
and suggest appropriate rules and guidelines on the accuracy, responsibility and information
security in the technology and application of generative Al technologies. We will study the
appropriate strategy and measures with reference to suggestions by industry experts, with a view
to balancing the need to develop Al technology and safeguarding security, etc.”

“ITIB and DPO will review the existing arrangements on the collection, use, processing,
protection and sharing of data, and follow up on feasible measures to tackle pain points in
specific areas.”

“Constitutional and Mainland Affairs Bureau will study possible amendments to the PDPO
to align with the latest international developments in privacy protection, strengthen
personal data protection, and address the challenges posed by cyber technologies.”


https://www.info.gov.hk/gia/general/202401/24/P2024012400330.htm
https://www.info.gov.hk/gia/general/202401/24/P2024012400330.htm
https://www.innohk.gov.hk/en/r-d-centres/air-innohk/
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2. Formulating or Updating Policies, Guidelines and Laws

e Current approach is not wholesale Al regulation (notwithstanding Cyberspace
Administration of China’s Interim Measures for the Administration of
Generative Artificial Intelligence Services effective Aug 2023): per Secretary for
Innovation, Technology and Industry response to LegCo question (May 21,
2023):

 Eg, Crimes (Amendment) Ordinance 2021 introduced the offences of publication or
threatened publication of intimate images without consent. The “anti-voyeurism” offence
is also applicable to intimate images that have been altered (including that altered by Al

technology)



https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAWuU9AaVDeFglGa5oQkOMGl&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAezirm3%2BK7wMU%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAWuU9AaVDeFglGa5oQkOMGl&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAezirm3%2BK7wMU%3D&fromContentView=1
https://insightplus.bakermckenzie.com/bm/attachment_dw.action?attkey=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQJsWJiCH2WAWuU9AaVDeFglGa5oQkOMGl&nav=FRbANEucS95NMLRN47z%2BeeOgEFCt8EGQbuwypnpZjc4%3D&attdocparam=pB7HEsg%2FZ312Bk8OIuOIH1c%2BY4beLEAezirm3%2BK7wMU%3D&fromContentView=1
https://www.info.gov.hk/gia/general/202305/31/P2023053100250.htm
https://www.info.gov.hk/gia/general/202305/31/P2023053100250.htm
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2. Formulating or Updating Policies, Guidelines and Laws

e Commerce and Economic Development Bureau (CEDB) and Intellectual Property
Department (IPD) conducted Public Consultation on amendment to Copyright

Ordinance to protect Al development (Jul 2024)
(a) Copyright protection of Al-generated works (Data-mining exemption like Singapore, Japan)

(b) Copyright infringement liability for Al-generated works — —

il
Mo LDMA works Amihor™ i
- ormitt | cppane”

(c) Possible introduction of specific copyright exception — S

(d) Other issues relating to generative Al (eg, Deepfakes; Al Transparency) el I

Creator First + priscipal
LDMA | Orginallty | iy peal | Authors | copyright | DUraton ol | nioral rights e
i e life owner'® copyrigh sercenplay
Filsss Froducer™ e human = author of

prisscipal directer diabog

* right to be identified o e rufk‘i

Aonthor’s lifie ) B .
. equiremenl is -
Ordinary Human plus 50 = pight to objeet o o the OO - .“n”"‘“"i

2 ] i ]
LDNA Yea J—— Hurman autho years after derogatory ireatment ™ abuvs, 50 vears

as the author " resirictins
) in case there s ne |+ i

warks of the work arealoe =
death fili vwss misde
# r:l[-'.d:ll H_IJ.HI."IS'. false A0 yeas from which

attribution of a work - “‘“"‘;""\J’:‘ﬂ'f“‘ the broadeast was

— 1 — Person proveding the ez e gracerene Wik
Cable pregrammes cabile programme anzludded in ihe

Corpater | Person by whom (e 30 vears servce bl peogasissc
b=y

EEML Yos {without | arrangemenis nocessary from which | « right against false -
o ’ human | for the creation of the the work attribution of 8 work Leshod i 28 e fum which
wa author) | work are undertaken ' was made published cliions pablished



https://www.legco.gov.hk/yr2024/english/panels/ci/papers/ci20240716cb1-999-5-e.pdf
https://www.ipd.gov.hk/en/copyright/current-topics/public-consultation-on-copyright-and-artificial/index.html
https://www.ipd.gov.hk/en/copyright/current-topics/public-consultation-on-copyright-and-artificial/index.html
https://www.mlaw.gov.sg/files/2024_Public_Consultation_on_Prescribed_Exceptions_in_Part_6__Division_1_of_the_Copyright_Regulations_2021.pdf
https://onlinelibrary.wiley.com/doi/full/10.1111/jwip.12285
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3. Enhancing Cybersecurity Protection

Background:
* PRC Standing Committee of the National People's Congress
passed Data Security Law requiring system for data protection, sy repuions  Goverament 7 security Pty and Guidetins
risk assessment, reporting, monitoring, early warnings and data 2 ‘ ;gm:;:,
security emergency response system (Jun 20, 2021) o S =
* Security Regulations, authorised by Security Bureau, provides T1 T
directives on what documents, material and information need T e
to be classified and to ensure given an adequate level of ot s et e s
protection in relation to the conduct of government business. o - =
* Government IT Security Policy and Guidelines, established by
DPO, aim to facilitate implementation of information security B T
measures to safeguard information assets (eg, Info security -
management systems (ISO/IEC 27001: 2022) and Info security,
cybersecurity & privacy protection (ISO/IEC 27002: 2022))

Deparimental IT Security Policies, Procedures and Guidelines



https://www.govcert.gov.hk/doc/S17_EN.pdf

LiTE [ Designing your Al Solution Ethically

3. Enhancing Cybersecurity Protection

Hong Kong Police Force (HKPF) established

« Critical Infrastructure Security Coordination Centre (CISCC), which sought to strengthen self-protection
and self-restoration capabilities of these infrastructures through public-private co-operation, risk
management, on-site security inspections, promotion of restoration plans and security designs.

e Cyber Security Centre (CSC) under the HKPF’s Cyber Security and Technology Crime Bureau provides
support to critical infrastructures by conducting timely cyber threat audits and analyses to prevent and
detect cyber attacks against them.

DPO (formerly OGCIO)

* Reached consensus with Bureau of Cyber Security of Cyberspace Administration of China on co-
operation in 2016 to strengthen co-ordination and promote exchanges and co-operation in cyber
security between Mainland China and Hong Kong.

* Works with the National Computer Network Emergency Response Technical Team/Coordination Center
of China to obtain related cyber security vulnerability information in a timely manner through the
China National Vulnerability Database and arrange preventive measures.


https://www.info.gov.hk/gia/general/202108/25/P2021082500543.htm
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3. Enhancing Cybersecurity Protection

Public consultation on Protection of Critical Infrastructure (Computer System) Bill on
legislative framework to regulate cybersecurity obligations of critical infrastructure

operators (ClO) prepared jointly by Security Bureau, DPO and HKPF (July 2, 2024)

* Background: Mainland China Cybersecurity Law 2016 and Regulation for Safe Protection of
Critical Information Infrastructure 2021; Hong Kong Law Reform Commission (HKLRC)
separately released Consultation Paper proposing the New Cybercrime Offences (July 2022)

* New Commissioner’s Office under Security Bureau: investigative powers and designate
industry-specific regulators of essential services sectors (eg, HKMA and Communications
Authority) to monitor compliance.

e Obligations: keep Office updated on Cl ownership and operatorship, detailed plans, risk
assessment, emergency response plan, report security incidents

* Critics: AmMChamHK suggested limit to CIOs located within Hong Kong; Bloomberg article
noted that US firms had expressed concerns, including that it could grant Hong Kong govt
“unusual access to their computer system.”; government rebuke



https://www.amcham.org.hk/sites/default/files/2024-08/AmCham%20HK%20-%20Critical%20Infrastructure%20Consultation%20(combined).pdf
https://www.bloomberg.com/news/articles/2024-08-20/us-firms-warn-against-unprecedented-hong-kong-cyber-rules
https://www.info.gov.hk/gia/general/202408/20/P2024082000633.htm
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4. Bolstering the Digital Infrastructure

* InnoHK from HKS10 billion allocation in 2018

* To transform the city into a global innovation powerhouse through creating research clusters in
collaboration with leading institutions, including AIR@InnoHK at Hong Kong Science & Technology
Park focusing on Al and robotics technologies.

* Asof Apr 30, 2024, there are a total of 29 centres with a new InnoHK centre specialising in R&D of
GenAl technology established in Sep 2023

 Government’s Consented Data Exchange Gateway (CDEG)

* To enable citizens to authorise govt depts to use their personal information stored in other depts
e HKMA’s Commercial Data Interchange (CDI) and the Government’s CDEG connection announced
open to all CDI participants (Aug 26, 2024)



https://www.legco.gov.hk/yr2024/english/panels/ci/papers/ci20240430cb1-506-4-e.pdf
https://hkust.edu.hk/news/research-and-innovation/hkgai-debuts-cutting-edge-ai-projects-innoex-2024#:~:text=The%20Hong%20Kong%20Generative%20AI%20Research%20%26%20Development%20Center%20(HKGAI),the%20Hong%20Kong%20SAR%20Government.
https://www.hkma.gov.hk/eng/news-and-media/press-releases/2024/08/20240826-3/
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- (8 million)
4. Bolstering the Digital Infrastructure e 2 A NP M
P — T = i
ol . Al ecosystem
e HKS 3 billion Al Subsidy Scheme announced Totar T 5o T 5w

* To support local universities, research institutes and enterprises in harnessing the computing
power of the Al Supercomputing Center at Cyberport

 CEDB to continue to enhance coverage and capacity of 5G network & infrastructure
* Amending Telecommunications Ordinance and revising relevant guidelines to ensure appropriate
space made available in new buildings for installation of telecommunications facilities by mobile
network operators, as well as amending Inland Revenue Ordinance to provide tax incentives to
operators in respect of spectrum utilization fees to promote development of 5G infrastructure


https://www.digitalpolicy.gov.hk/en/our_work/digital_infrastructure/industry_development/ai_subsidy_scheme/
https://www.legco.gov.hk/yr2024/english/panels/itb/papers/itb20240408cb1-369-2-e.pdf
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4. Bolstering the Digital Infrastructure

e Government’s IAMSmart mobile app as single portal for online government services

* Seeking to increase the utilization rate of “iIAM Smart”

 Add more features — eg, facial recognition authentication function (with consent)

* Cross-boundary e-Government services - OGCIO is actively exploring with Government Services
and Data Management Bureau of Guangdong Province as one of the means for authentication on
the “Unified Identity Authentication Platform of Guangdong Province”

* Developing business version of “iAM Smart” “Digital Corporate Identity” (CorplD)



chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https:/www.legco.gov.hk/yr2024/english/panels/itb/papers/itb20240708cb1-903-3-e.pdf
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5. Promoting Cross-boundary Data Flow

ITIB and Cyberspace Administration of China signed MOU on Facilitating Cross-boundary

Data Flow Within the Guangdong-Hong Kong-Macao Greater Bay Area (Jun 2023)

 Seek toimplement in an orderly manner measures to facilitate crossboundary data flow in the
GBA, including the early and pilot implementation of the arrangement to streamline and facilitate
the compliance procedures for the flow of personal information relating to banking, credit
checking and healthcare from GBA to Hong Kong

Facilitation measure on Standard Contract for Cross-boundary Flow of Personal

Information within Guangdong-Hong Kong-Macao Greater Bay Area (Dec 2023)

* Voluntary GBA Standard Contract to outline obligations and responsibilities of personal
information processor and recipient registered (applicable to organisations)/located (applicable to
individuals) in 9 Mainland cities within GBA (ie, Guangzhou, Shenzhen, Zhuhai, Foshan, Huizhou,
Dongguan, Zhongshan, Jiangmen and Zhaoging), and to conduct cross-boundary flow of personal
information between these Mainland cities and Hong Kong (i.e., flow of the personal information
from the 9 Mainland cities in the GBA to Hong Kong, and vice versa).

e Administer by DPO and Cyberspace Administration of Guangdong Province



https://www.digitalpolicy.gov.hk/en/our_work/digital_infrastructure/mainland/cross-boundary_data_flow/
https://www.digitalpolicy.gov.hk/en/our_work/digital_infrastructure/mainland/cross-boundary_data_flow/
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Hong Kong Al regulation — sectoral approach in finance

e HKMA High-Level Principles on Al (Nov 1, 2019)
* Board and senior management accountable for the outcome of Al applications
e Possessing sufficient expertise
* Ensuring an appropriate level of explainability of Al applications
e Using data of good quality
* Conducting rigorous model validation
* Ensuring auditability of Al applications
* Implementing effective management oversight of third-party vendors
* Being ethical, fair and transparent
 Conducting periodic reviews and on-going monitoring
 Complying with data protection requirements
* Implementing effective cybersecurity measures
* Risk mitigation and contingency plan



https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2019/20191101e1.pdf
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Hong Kong Al regulation — sectoral approach in finance

« HKMA and Cyberport launch GenAl Sandbox (Aug 13, 2024)
 HKMA Invitations extended to banks (Sep 20, 2024)

e HKMA Consumer Protection in respect of use of GenAl (Aug 19, 2024)
 Governance and accountability
* Fairness
* Transparency and disclosure
e Data privacy and protection
* Proactive use of BDAI and GenAl in enhancing consumer protection

« HKMA Use of Al for Monitoring of Suspicious Activities (Sep 9, 2024)

+ Research Paper of Generative Al in the Financial Services Sector (Sep 27, 2024) |



https://www.hkma.gov.hk/eng/news-and-media/press-releases/2024/08/20240813-6/
chrome-extension://efaidnbmnnnibpcajpcglclefindmkaj/https:/www.hkma.gov.hk/media/chi/doc/key-information/guidelines-and-circular/2024/20240920c1.pdf
https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2024/20240819e1.pdf
https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2024/20240909e1.pdf
https://www.hkma.gov.hk/media/eng/doc/key-information/guidelines-and-circular/2024/GenAI_research_paper.pdf
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Hong Kong Al regulation — sectoral approach in finance

Figure 2: A.l. Supporting Pillars
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Source: Subject matter expert interviews, Quinlan & Associates analysis
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Figure 14: GenA.l. Workflow Applicability

Rigorously review outputs for content accuracy, tone consistency with organisational  [allel]
standards, and alignment to industry best practices. GenA.l. Not Applicable

Implement decisions (e.g., frade execution, chient request handiing, etc.) based on HIGH
the reviewed outputs. Gend.l. Not Applicable

Description Human-in-the-Loop
IDENTIFY Evaluate key objectives, such as organisational goals, regulatory requirements, and L8RS ENES
NEEDS customer demands, to pinpoint challenges or opportunities that necessitate actions. [T L& )]
GENERATE Brainstorm and develop potential strategies and approaches to effectively address MODERATE
IDEAS the identified challenges or opporiunities. Augmentation
Gather pertinent data (e.g., market reports, customer information, etc.) from both
internal and external sources, to support informed decision-making.
Generative Artificial Intelligence ANALYSE Apply analytical tools and techniques to process and interpret collected data,
:::::{::Tanmal Services Space identifying significant patterns, frends, and anomalies.
' Convert data analysis into actionable insights with direct implications for
decision-making.
GEMERATE Create outputs based on findings that align with and effectively address the defined
OUTPUT challenges or opportunities.

Source: Quinlan & Associates analysis
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Figure 21: Key Regulatory Principles of A.l.
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e © © ©

Generative Artificial Intelligence Governance & Fairness Data Privacy & Transparency & Reliability Sustainability
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Source: Regulatory disclosures, Quinlan & Associates analysis
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Figure 26: GenA.l. Adoption Considerations

GENERATIVE A.l. GOVERNANCE STRUCTURE

...0ffering overarching guidance on the compliant and sustainable deployment of GenA.l. across...

DEPLOYMENT VALUE CHAIN

L P
B e s PRE-DEPLOYMENT POST-DEPLOYMENT

= Focuses on planning and preparation, = Focuses on the implementation of the = Focuses on moniforing and maintaining the
laying the groundwork for the successful (GenA . solution info the organisation’s (GenA . solution to ensure it continues to
implementation of GenA.|. solufions environment, including integrating the deliver value while adhenng to compliance
solution, ensuring security, and testing its requirements
performance
FEEDBACK LOO

t Feedback collection, analysis and implementation

Source: Quinlan & Associates analysis
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Figure 27: GenA.l. Governance Structure
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Hong Kong Al regulation — sectoral approach in finance

Figure 28: Adoption Considerations Across the Value Chain

GENERATIVE A.l. GOVERNANCE STRUCTURE

PRE-DEPLOYMENT POST-DEPLOYMENT

B retive Artificia frtelligénce ¢ Business Case Developmant Ej'atarn Infegration & Data Migration ¢+ Dngoing Menitaring
in the Financial Services Space Pmul—ﬂf—ﬂnﬂl-lpl Application Layer - Dufput Managament
, User Experiencs [ Lisar Inferfacs - Imlegrafion Layer - Gplufion Performance Manitoring

- Model Des=ign - Siorage Layar - Compliance Monioning
- Cepability Acguisition Apgroach - Imgestion Layer ¢ Training an GenAl
- Business Risk Azsec=mant - Datz Source Layar ¢ Marketing to the Public
- Business Confngency Flanning Security Layar
- Resourca Requiremsant Tm:.hmlugy' Risk Assessment
- Deployment Timeline * Technology Confingency Planning

* Solution Performance Testing

Source: Quinlan & Associales analysis
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Hong Kong Al regulation — sectoral approach in finance

e HK Government to consider rules for Al use in finance (Standard, Sep 17, 2024)

“Local regulators are also trying to resolve some of the confusion around Al in Hong Kong, a city
that’s caught up in the US-Chinese technology conflict. Many consumers and corporations can’t
easily access some of the hottest services from OpenAl’s ChatGPT to Google’s Gemini, because US
tech leaders are likely nervous about running afoul of the Chinese territory’s rules, analysts say.
Officials expect to unveil their statement around late October during Fintech Week, one of the

industry’s most important annual gatherings.”


https://www.thestandard.com.hk/breaking-news/fc/4/220573/Hong-Kong-considers-rules-for-AI-use-in-finance
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International efforts to coordinate from Hong Kong

1. Hong Kong SAR as part of “One Country Two Systems”
 “Microsoft maintains Al services in Hong Kong, as OpenAl curbs APl access from
China” (SCMP, Jun 27, 2024)
 "As OpenAl blocks China, developers scramble to keep GPT access through VPNs”
(SCMP, Jul 10, 2024)
e “China’s Views on Al Safety Are Changing—Quickly” (Carnegie Endowment for
International Peace, Aug 27, 2024)



https://www.scmp.com/tech/big-tech/article/3268233/microsoft-maintains-ai-services-hong-kong-openai-curbs-api-access-china
https://www.scmp.com/tech/big-tech/article/3268233/microsoft-maintains-ai-services-hong-kong-openai-curbs-api-access-china
https://www.scmp.com/tech/tech-trends/article/3269958/openai-blocks-china-developers-scramble-keep-gpt-access-through-vpns
https://carnegieendowment.org/research/2024/08/china-artificial-intelligence-ai-safety-regulation?lang=en
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International efforts to coordinate from Hong Kong

2. Privacy regulator conferences and forums
e Eg, Asia-Pacific Privacy Authorities (APPA) Forum
* Global Privacy Assembly — Working Group on Ethics and Data Protection in Artificial
Intelligence
3. University initiatives
* International Al Cooperation and Governance Forum 2023 (HKUST and Tsinghua U)
(Dec 8-9, 2023)



https://www.pcpd.org.hk/english/news_events/events_programmes/international/international_conferences.html
https://globalprivacyassembly.org/wp-content/uploads/2022/11/2.2.f.-Ethics-and-Data-Protection-in-AI-Working-Group-English.pdf
https://globalprivacyassembly.org/wp-content/uploads/2022/11/2.2.f.-Ethics-and-Data-Protection-in-AI-Working-Group-English.pdf
https://aicg2023.hkust.edu.hk/

niversity of Hong K
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Chiron HWITL framework survive introduction of GenAl ?

Chiron, the “justest
and wisest of
centaurs”

© Brian Tang

HKUy cre Machine Lawyering Conference 2021

Chiron Imperative: An Al Economy “Humans-Working-In-The-Loop” Framework
for Wise and Just Al-Human Centaurs

Deconstruction for Holistic Approach of Al Economy “Humans-
Working-In-The-Loop” for better policy and regulatory recommendations
regarding responsibility, accountability and liability as Al-Human Centaurs

Human as Human as Al Human as Al Humqn o Human as \! DI .\_
Al Data e et —— Explainer or o @i ) Customer-User of Al )
Preparer Interpreter '/ Products and Services  /

This paper: Human as Al Trainer / Al Data Preparer
a) Roles, tasks and titles 7
b) Why Matters LEGALTECH .

“Garbage In, Garbage Out”

Cheeky Djinn, or
“how do you
make your
wish?”

Stochastic Guru,
or “seeking of
insights (to
follow)”

bwtang@hku.hk


https://www.chinoy.tv/get-to-know-the-original-chinese-story-of-aladdin/
mailto:bwtang@hku.hk
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Chiron HWITL GenAl Roles: Market-based Mechanisms for GenAl externalities?

(GenAI Consumers: Universitiesw
L Law Firms/ Legal Departments J

Human-Working-In-The-Loop Role Concerns/ Externalities

Students; Lawyers; Clients

Human as Al Trainer/ Data Preparer\ Bias training data; Copyright infringement; Data worker pay & conditions

Human as Al User Trainer Confidentiality/privacy of prompting

Human as Al Governance Credibility of corporate committee/ process; regulatory capture and
knowledge

Human as Al Explainer or Interpreter “Hallucinations”/ convincing falsehoods; Challenge of statistical blackbox;

“Unjust” outcomes of algorithmic decision-making (right of review)

Human as Al Creator Expensive to train/ retrain & run leads to market concentration; Model decay;
/ Bias finetuning; Carbon footprint & water usage; Equitable access (including
for Global South and languages)

ﬁovernance of Al makers\

i
/é g Human as Customer-user of Al N GenAl use - Synthetic data polluting internet (training data); Carbon footprint
< 3 Products and Services & water usage; Future of work/labour; Al arms race as part of Digital Cold
g § War; Enter “culture wars”; Challenging nature of “reality”; AGI
\é ; y GenAl “misuse” - malicious “fake news” and other “misuse”; autonomous

weapon systems bwtang@hku.hk


mailto:bwtang@hku.hk
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GenAl Safety risks “Censored, Bias and/or Overcorrected GenAl”?

TWITTER, Al +

* Al safeguards for content moderation and safety N A
to refuse to generate certain content |
* Risk censorship/ bias / overcorrection on

topics involving gender, ethnicity, hate speech, TME  ewwommimene
graphic violence, etc out of concern not to The Future of Censorship Is Al Generated
marginalize or offend or be misaligned with CoRESI AL ChRIE.
societal values via “safety classifiers” focused e Tou st b onfovese estors
on toxicity, discrimination, intent and privacy i
 Eg, Allen Institute’s Real Toxicity Prompts )
 Eg, Chinese TC260’s “refuse to answer test ;
question bank” (min 500 on 17 safety risks) ; - - '
* “Censored GenAl” may impact utility for NGOs/ T e das

| a Wye rS ( eg, C ri m i n a I | a W’ h u m a n rig htS) The rates at which Al chatbots refused to respond to controversial questions. - G@chCﬁxéxﬁPW Tang


https://www.yahoo.com/tech/tested-ai-censorship-chatbots-won-150000585.html
https://rubymediagroup.com/twitter-artificial-intelligence/

LTE [ Exploring Market-Based Mechanism Options for GenAl externalities

Lack of Consensus on Regulating GenAl externalities

Regulatory focus on output risk and use of GenAl
* Highrisk (including systematically risky LLMs) (China, EU; California bill)

* Employment, deep fakes, consumer protection, etc

* |SO/IEC42001 Al management system standard

Lack of consensus amongst legislators on regulating externalities regarding how such
GenAl is created, but remain a concern for many parties

* GenAl users (corporates, governments, courts, universities, law firms & individuals)
* Employee talent of GenAl companies who are the humans-working-in-the-loop

e |nvestors and owners
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Two Targets of Market-based Approaches

(a) Market mechanisms addressing individual consumer benefit (promised
performance) and consumer protection (against individual harm)

o “Hallucinations” / convincing falsehoods that result in individual harm

o Statistical blackbox concerns that prevent explainability and accountability

o “Unjust” outcomes on those prejudiced by algorithmic decision-making
(including from bias training data, bias finetuning)

o Model decay that leads to inconsistent outputs from the same inputs

o Malicious “fake news” and other “misuse” that result in individual harm

o Confidentiality and data protection of eg prompting and output as GenAl
training
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Two Targets of Market-based Mechanisms for GenAl externalities

(b) Market mechanisms addressing third-party benefit/ holistic/ ethical

considerations (ie, beyond consumer protection)

O

Copyright infringement from training using copyrighted images on the internet

o Poor data worker pay & conditions

O O O O O O

Resultant market concentration due to cost to train models

Excessive carbon footprint, water usage and energy need from training and usage
Inequitable access, including from Digital Divide, Global South and languages
Synthetic data “polluting” internet that reduces the quality of its data and use
Impact on the future of work, labour and jobs

Exasperating an Al arms race as part of geopolitical Digital Cold War
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Two Targets of Market-based Mechanisms for GenAl externalities

(b) Market mechanisms addressing third-party benefit/ holistic/ ethical considerations (ie,
beyond consumer protection)

O

Exasperating “culture wars” through fine-tuning of models that reflect different
perspectives (eg, gender)

Malicious “fake news” and other “misuse” that begins to challenge the perceived notions
of “reality” in society

Misuse in autonomous weapon systems

GenAl safety measures resulting in “censored”, bias and/or “overcorrected” GenAl that
begins to challenge the perceived notions of “reality” in society (eg, Google Gemini
“woke” images, Allen Institute’s Real Toxicity Prompts, Chinese TC260’s “refuse to answer
test question bank” (min 500 on 17 safety risks))

Existential concerns about society being overrun by AGI
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Market-based Approaches as “ethical consumerism” — stakeholder’s choice

(1) Voluntary certification
(2) Rating and scoring schemes
(3) Nutrition label

Potentially more powerful application beyond individual/retail consumers
 Corp, govt, judicial, universities & law firm consumers of GenAl systems

* Employee talent HWITL of GenAl companies

e |nvestors and owners

Choose the externality that stakeholders care about

Risks of “greenwashing” or “fairwashing” from misuse of labels
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(1) Voluntary certification schemes: Fair trade movement

Aim — to recognize products that assist developing country agricultural

® ofPR :
| §"7?':fi; L%, producers be fairly compensated
wvPs * Work with farmers and workers of 300 commodities since 1997
FaRTRADE RIS

But multiple logos and standards

e “Fair Trade” USA splitin 2012 due to decision to certify plantation grown
coffee - “water down standards”

AR TRADE * Criticism for not addressing other externalities eg, environmental concerns,
CERTIFIED labor and production standards

e Criticism for not achieving equitable outcome sought
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(1) Voluntary certification schemes: Fair trade movement applied to GenAl

Aim —to recognize LLM products that are trained with licensed data (ie,
not infringement of copyright materials)

Query - impact on performance?
Fairly Trained  Query - less relevant if copyright data mining exception ? (eg,
Certified Singapore, Japan)

( ’3

KL3M,
thefi rst clean LLM

Language models without IP or toxicity issu

<
m
4
—i
[
o
m
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Learn more
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The Unversity of Hong @g

LITE
I I

Brian W Tang

[
=)

Founding executive director
Law, Innovation, Technology & Entrepreneurship Lab (LITE Lab)
University of Hong Kong Faculty of Law

bwtang@hku.hk



mailto:bwtang@hku.hk
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